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A B S T R A C T

In macro-public finance, the Ramsey rule (RR) concerns variable taxation to maximize social welfare and economic efficiency in a purely competitive monopolistic system. To extract tax revenue with the least loss of utility to the representative individual, RR dictates that optimal, proportionate taxes should be such as to diminish in the same proportion the production of each commodity taxed. The sources of supply that are inelastic, i.e., necessities/utilities, must be taxed more. We hypothesize that the Ramsey’s economical approach might provide a general mechanism to investigate far-flung biological issues, such as prey/predators dynamics, food restriction in ecological niches, local changes in blood flow in rival or complementary organs of multicellular organisms. In particular, RR suggests a quantifiable relationship between the physiological decrease in cortical spike frequency occurring during sleep and energy consumption. Since small decreases in spike frequency during sleep are correlated with large decreases in the amount of consumed ATP, the brain could be considered an inelastic commodity which can be “taxed” more than other organs, allowing the whole organism to spare energy. Shedding light on the energy budget of the central nervous system, RR improves our knowledge of cerebral perfusion during sensory-evoked responses and tissue hypoxia caused by decreased blood flow, suggesting that energy from outside can be provided to counteract brain ischemia. In sum, the economical approach provided by Ramsey stands for a useful methodological tool that could be used in biological contexts to investigate the dynamical correlations among different organs in multicellular organisms.

1. Introduction

The Ramsey rule concerns the introduction of taxes in a public monopoly with no foreign trade, in which commodities’ price regulation is adjusted to maximize both social welfare and statal earning (Ramsey, 1927; Boiteux 1956). Contrary to the stable equilibrium provided by absence of taxes, the Ramsey’s approach paves the way for progressive income taxes and indirect taxation (at KEEP this REFERENCE). Ramsey’s premises sound as follows: if individuals were the same, the best policy option for a public monopoly is to lump sum taxes. Yet individuals are not the same in the real world, therefore a second-best policy solution is needed, consisting of an array of different taxes inside a system of taxation that is not uniform (Misik 2020).

In this paper, we aim to “borrow” the Ramsey rule from the economic field of macro-public finance to assess biological issues. In particular, we focus on the energy budget of the mammalian central nervous system, assessing.

2) Pathological conditions, such as acute decrease of blood supply leading to brain tissue ischemia.

We discuss how the relationships between the Ramsey’s economic framework and the energy requirements/constraints of the central nervous system make it possible to predict the frequency of the electric spikes and the amount of ATP spent in different settings, including sleep and task-related cerebral activation. We show that the Ramsey’s framework can be also used to shed light on other biological issues, such as the blood supply of different organs in multicellular living organisms, the response of prey’s population to changes in hunter’s population and the case of food restriction in ecological niches. We conclude that the potential application of the Ramsey rule to biological affairs might stand for a useful methodological tool to shed light on unnoticed biological correlations. Further, the Ramsey rule suggests novel therapeutic approaches to counteract injuries in multicellular organisms and restore the proper functioning of impaired organs.
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2. The Ramsey rule in macro-public finance

The dictates of the Ramsey rule are illustrated in Fig. 1A. The plot displays the quantity demand on the axis x and the price on the axis y. Ramsey assumes that the utility is a non-homogeneous quadratic function, so that the supply curves can be illustrated in terms of straight lines (red lines I and II). When the tax is kept constant (red lines I and II), changes in quantity demanded are linearly correlated with increases in price: the more the quantity, the more the price, and vice versa. The demand (the blue line) is expressed in terms of a Hicksian demand function, indicating how an economic agent would react to changes in the price of a good, if the agent is guaranteed the same previous utility. Ramsey suggests that the net utility is maximum when tax income is infinitesimal (Ramsey, 1927). Sufficiently small taxes can be described as a Taylor approximation, making the blue demand curves linear in the relevant range. The current price is given by the intersection between the red and the blue lines (green dot I). When tax is raised (red line II), the intersection between the red line II and the blue line (green dot II) reveals decreases in quantity demanded and increases in price.

Ramsey asks: when a tax revenue needs to be raised, how can the public monopoly minimize the unavoidable losses? In other terms, how much taxes on specific commodities must be increased or decreased by the public monopoly in order to optimize individual utility? He concludes that, in case of rivals (e.g., wine and beer) or complementary (e.g., tea and sugar) goods, optimal taxes should reduce in the same proportion the production of each taxed commodity to leave unchanged the proportions in which they are consumed (Gruber 2015). After raising the tax on a commodity, the state gets some revenue, corresponding to the shaded yellow area under the demand curve. Since raising taxes decreases production, some quantity demanded disappears (the grey area) and cannot be taxed anymore. Therefore, the state suffers losses too, corresponding to the shaded grey area under the demand curve, namely, the excess burden of deadweight losses, which stands for the difference in production and consumption of a given product or service. By the consumer’s standpoint, the entire shaded grey and yellow area is what the consumer is willing to pay to avoid the tax.

Fig. 1A depicts the blue line of elastic demand, but there is also the case of inelastic demand (Fig. 1B). Price elasticity of demand is the change in quantity demand of a commodity in response to price change. It is the ratio between percentage changes in quantity and price, so that the demand is elastic when the quotient is greater than one and inelastic when smaller than one. Concerning elastic commodities, the change in quantity demanded is greater than the change in its price. In elasticity of demand, little change in the price of goods results in substantial change in quantity demanded, and vice versa. Decreases in price lead to significant increases in demand, resulting in increases in total spending and revenues of the seller. Elastic goods include luxury items that are subjected to infrequent change purchases. Elastic good also include brand-name food and beverages, such as spirits, Coca-Cola, cereals or candy bars. In this case, increases in price due to taxes will affect the demand, leading consumers to stop purchasing the commodity and shift to available substitute.

Demand is considered inelastic if the quantity demand for a good or service remains almost constant despite changes in price within a specific period. The percentage change in quantity demanded is less than in price. Large change in the price of goods results in little change in quantity demanded, and vice versa. The demand is insensitive such that consumers buy nearly the same amount as the price increases, leading to decreases in the seller’s total revenue. When demand is more inelastic than supply, consumers bear a greater proportion of the tax burden than producers do. Inelastic commodities are usually necessities without acceptable substitutes, such as utilities, telecommunications, bus travel, oil, petrol, car fuel in short run, medical insurance, salt, rice, eggs, livestock. Inelastic goods include also the commodities for which consumers are addicted such as cigarettes, beer, etc.

The blue line is shallow in elastic demand (Fig. 1A) and steep in inelastic demand (Fig. 1A). In a perfectly elastic demand, the blue line must be parallel to the x axis. In the case of elastic demand, the total revenue and price move in opposite direction, whereas in the case of inelastic demand move both in the same direction. When taxes are increased, the excess burden of deadweight losses, i.e., the grey area, is higher in case of elastic than inelastic goods (Fig. 1B). In turn, the tax revenue, i.e., the yellow area, is higher for inelastic than elastic goods. In technical terms, in case of independent commodities, the optimal tax on each good should be inversely proportional to price elasticities. In colloquial terms, the taxation of inelastic goods provides economic advantages to the state, compared with the taxation of elastic goods. By taxing elastic goods, the government earns less and loses more. Therefore, the Ramsey rule suggests that, to lower deadweight loss and maximize social welfare, commodities which are inelastic must be taxed more in order to provide higher earnings to the state.
Summarizing, the Ramsey rule concerns goods pricing in a public monopoly with the purpose of maximizing social welfare and covering the fixed costs. The following conclusions can be drawn.

1) When taxes are fixed, increases in price lead to decreases in quantity demanded, while decreases in quantity demanded lead to increases in price.

2) Production must be depressed to raise a revenue.

3) Every increase in taxes corresponds to both an increase in price and a decrease in quantity demand, while every decrease in taxes corresponds to both a decrease in price and an increase in quantity demand.

4) Differences in price and demand occur between the lines of elastic or inelastic demand, leading to areas of deadweight loss of value and of tax revenue that are bigger for inelastic demand than for elastic demand.

5) The more the commodity is inelastic, the more it must be taxed.

In the sequel, we will see that the economical sketch provided by the Ramsey's approach can be used to tackle biological issues such as, e.g., various brain activities including sleep and task-related increase in electric spikes frequency.

**Towards the Ramsey rule in biophysical affairs: the general framework.** Could the dictates of the Ramsey rule be used to investigate the general features of physical and biological affairs? A viable solution is suggested in Fig. 1C. The plot illustrates a general scheme where the produced quantity is displayed on the axis x and the amount of the resources that can be spent on the axis y. Together with Ramsey, we assume that, at least for small adjustments, the produced quantity is always linearly correlated with the resource requirement such that the red lines I, II and III are straight. This means that the more the produced quantity, the more the resource requirement, and vice versa. Every value on the red line I (e.g., the green dot I) defines a parallelepipedal surface (dotted figure).

Every organism is characterized by a physiological baseline, corresponding to a default state (red line I). Departures from the default state can be caused by increased (red line II) and decreased (line III) obstacles to the baseline activity. To achieve the best advantage, the organism would react to deviations from the baseline. Novel equilibria would be achieved, exemplified by different parallelepipedal surfaces (demarcated by the green dots II and III) that can be quantitatively compared. Summarizing, three parameters can be estimated when assessing biophysical issues through the Ramsey rule.

1) the parameter on the axis x, standing for the produced quantity.
2) the parameter on the axis y, standing for the required energy.
3) The parameters on the red lines. They correspond to the default state of the organism (red line I), to the state of the organism after an obstacle has been posed (red line II), to the state of the organism after an obstacle has been removed (red line III).

According to the Ramsey rule, the knowledge of two parameters leads automatically to the knowledge of the unknown third. For instance, when a quantifiable obstacle occurs (red line II) and the produced quantity can be experimentally computed on the axis x, the unknown amount of the required energetic resource on the axis y can be easily calculated (green dot II). In turn, if the values on the axes x and y are known (e.g., the green dot III), the unknown red line III can be drawn. Once identified the percent deviation of the obstacle from the baseline, we can quantify how far from the red line I we should draw the parallel red line III. Note that the blue lines could have different slopes, configuring the economical situations of elastic or inelastic demand. The steeper the blue line, the more the biological phenomenon will be inelastic, such that small decreases in quantity production will lead to great changes in energetic requirement.

In the sequel, we will give practical examples illustrating the dynamical responses provided by physical and/or biological organisms to optimize systemic utility.

3. The Ramsey rule and the central nervous system

We hypothesize that the Ramsey’s rule concerning monopoly in macro-public finance could be used to investigate the energy budget of the central nervous system, improving our knowledge of neuroscientific issues such as sleep energetics, brain tissue hypoxia, and so on.

The brain requires a large amount of energy, mostly derived from glucose metabolism (Cuenod et al., 2020). The brain corresponds to 2% of the human body mass yet it accounts for ~20% of the energy consumed (Fox and Raichle, 2007; Fox, M.D., Raichle, M.E., 2007). Spontaneous fluctuations in brain activity observed with functional magnetic resonance imaging. Nat.Rev.Neurosci.8,700e711 Raichle, 2010) (Raichle, M.E., 2010 Apr. Two views of brain function. Trends Cogn.Sci.14(4), 180e190. http://dx.doi.org/10.1016/j.tics.2010.01.008). Almost 20-60% of the energy allocated for the brain supports the cortical grey matter’s metabolic rate, including brain “housekeeping” under the isostatic state, action potentials and transmembrane potentials restoration (Sengupta et al., 2013). The required energy is mainly generated from ATP hydrolysis, tightly correlated to changes in energy demand under various brain activities (Du et al., 2008). For example, the energy required for memory formation in fruit flies corresponds to ~10mJ/bit (Girard et al., 2023). During resting, a single human cortical neuron consumes 4.7 billion ATPs per second and the brain 5.7 kg ATP per day (Zhu et al., 2012).

The production of electric spikes requires energetic costs that can be quantified. ATP consumption at the “baseline” mean rate of 4 Hz is $3.29 \times 10^9$ molecules of ATP/neuron/sec, while each additional spike requires 6.5 μmol/ATP/μm.min (Attwell and Laughlin, 2001) Attwell D, Laughlin S.B. 2001. An energy budget for signaling in the grey matter of the brain. J Cereb Blood Flow Metab Off J Int Soc Cereb Blood Flow Metab21(10):1133–1145. doi:10.1097/ MRC.00004647-200111000-00001Attwell et al., 2001). A spike’s oscillation combines amplitude and frequency. For the Ohm’s law, the electric spikes’ energy consumption due to the amplitude is negligible as compared with energy consumption due to the frequency (Tozzi et al., 2016). Therefore, the higher the spike frequency, the higher the energetic cost, quantifiable through the amount of ATP consumption. This means that evoked activities of the brain such as perceptual and motor tasks require local increases in spike frequency, compared with the spontaneous activity. Beta and gamma waves generated during task performance require additional energy consumption of ~5% (Attwell et al., 2001; Sengupta et al., 2013). It is noteworthy that recent technologies such as cerebral tissue perfusion’s real-time monitoring have made biochemical energetic analysis widely available and accessible (Smolders et al., 2003; Schmidt et al., 2021; Si et al., 2023).

The cerebral blood flow is another factor that must be considered when assessing the brain energy budget via the Ramsey rule. Being not capable of glucose storage, the brain can be considered a monopoly that requires a continuous supply of energy sources provided by the cerebral blood flow (Takahashi 2022). The latter can be regulated in response to neuronal activity so as to ensure adequate supply of glucose to meet the neuronal metabolic demands of the grey matter (Takahashi 2022).

The alleged dictates of the Ramsey rule in the biological context of the central nervous system can be illustrated by a plot displaying the spike frequency on the axis x and the amount of ATP consumption on the axis y (Fig. 2A). It can be assumed that spike frequency and ATP consumption are linearly correlated (red line I), such that the energetic steps from low-frequency spontaneous activity to high-frequency task activity can be quantified. When the blood flow is kept constant throughout the brain (red line I), changes in spike frequencies are linearly correlated with increases in ATP consumption: the more the spike
frequency, the more the ATP consumed, and vice versa. Small decreases in blood flow can be described by the red line II, while small increases by the red line III. When the blood flow locally decreases (red line II), increases in ATP consumption and decreases in spike frequency simultaneously occur (green dot II).

If we want to investigate the putative nervous counterparts of the Ramsey's rule, we are required to establish a few equivalences.

a) Ramsey's equilibrium without taxation stands for the default mode network at the system's baseline.
b) The cost stands for the ATP quantity required to go from lower to higher Hz in a given brain area.
c) The profit stands for the physiological activity gained by increase in Hz to perform the job.
d) The produced quantity stands for the spike frequency.
e) The quantity demanded stands for the ATP required to produce every type of spikes,
f) The tax baseline stands for the blood intake required to produce the brain activity at rest.
g) During task, an increase in quantity demand is achieved.

In the sequel, we will provide a few examples that illustrate how the Ramsey rule could (and could not) be used to investigate nervous issues.

Sleep. The above-described methodological approach leads to our first neuroscientific application of the Ramsey rule, i.e., the case of sleep. Thanks to the connections among CBF, BOLD, CMRO2 and CMRGlut, changes in blood flow have been detected both during awake

---

**Fig. 2.** Putative geometric analysis of the Ramsey rule in different biological settings. Fig. 2A–C cope with the brain's energy budget before and after changes in cerebral blood flow caused by different factors, i.e., sleep (Fig. 2A), task-related activities (Fig. 2B), cerebral ischemia (Fig. 2C) and the relationship between food availability and spike frequency (Fig. 2D). Fig. 2E illustrates a biological example concerning the relationships between changes in number of preys/predators and food availability. See the main text for further details.
states and sleep (Davis et al., 1998; Elvsåshagen et al., 2019; Park et al., 2021). The metabolic relationship between CBF and CMRO2 is still being investigated, with recent models adopting the action of the sympathics as an additional player (DiNuzzo et al., 2023; Holstein-Renso et al., 2023). It has been established that the brain blood flow increases of ~4–26% during slow-wave sleep and of about 80% during REM sleep (Douglas 2011). In mammal models, the arteriole diameter and the cerebral blood volume increase 2–5 times more during sleep than the increases evoked by sensory stimulation (Turner et al., 2020). Marked increases in amplitude and decreases in frequency of bilateral low-frequency oscillations have been found during sleep, with neural activity being substantially larger than the neural activity elicited by sensory-evoked responses (Steinver et al., 2019; Schreiner et al., 2021). Therefore, matching the Ramsey’s previsions, experimental findings suggest that increases in blood flow during sleep are correlated with decreases in both spike frequency and energy consumption (Fig. 2A).

In touch with the Ramsey’s previsions, increase in blood flow, decrease in spike frequency and decrease in energy consumption take place during sleep. If the Ramsey rule holds true, the experimental knowledge of two factors leads automatically to the calculation of the unknown third. For example, the known values of blood flow and spike frequency leads to extrapolate the unknown value of energy consumption. Note that the Ramsey rule does not hold for very low frequencies, where the amount of ATP consumption reaches the zero on the axis x. Therefore, it can be predicted that sparing energy during sleep holds only for a certain range of spike frequency.

The Figure suggests that the demand is rather inelastic (steep blue line), leading to the prediction that small decreases in spike frequency during sleep are correlated with large decreases in energy consumption. This means that the brain can be “taxed” more than other organs during sleep, since the deadweight loss is lower than in other organs. Therefore, the Ramsey framework suggests that sleep is a very convenient and affordable activity for the whole living organism, allowing to spare large amounts of energy at the expenses of higher cognitive activities.

**Task-related brain hyperperfusion.** During sensory-evoked responses, increase in cerebral blood flow leads to simultaneous increases in number of spikes and ATP consumption (Lin et al., 2010). It would be tempting to believe that task-induced neuronal activation, characterized by higher spike frequencies with higher energy demands, would require very large increases of both ATP production and cerebral blood flow. However, contrary to this claim, the energy demand of task-induced brain activation is small relative to the hyperemic response. Indeed, increases in cerebral blood flow are large (about 58%), compared with relatively small increases in ATP (about 15%) (Lin et al., 2010). This scenario is outlined in Fig. 2B. The Ramsey rule holds true also in this case, where a paradoxical increase of spike frequency occurs despite a small increase of required energy. It is noteworthy that the blue line is shallow as in case of elastic demands. This issue will be deepened further in the conclusions.

**Syncope, EEG & brain perfusion.** Cerebral perfusion represents a single parameter encompassing various phenomena such as arterial pressure, vascular anatomy, viscosity, regional variations of vascular tone, etc (Prajevic and Pranvevic, 2009). Cerebral ischemia can be caused by several factors, such as hypoperfusion during normothermia or incomplete hypothermia, vaso-vagal depression, syncope (Levy and Parcella, 1987). Cerebral ischemia in animal models brings down cortical blood flow to <2 ml/100 g/min, depleting levels of ATP throughout the whole brain (Marcy and Welsh, 1984) and generating long-term metabolic changes (Tukacs et al., 2023). During spontaneous and induced vasovagal reaction, the total blood volume and the tissue oxygenation strongly decrease in the central nervous system, compensated by a slight blood volume pooling in the lower body part (van Dijk et al., 2014). Following vasodepressor syncope, a slowdown in EEG activity occurs, characterized by generalized high-amplitude waves followed by frequency reduction at 1.5–3 Hz (Ammiari et al., 1998; Aebi et al., 2019). Slow-flat-slow patterns are correlated with more severe cerebral hypoperfusion (Solbiati and Sheldon, 2014). Also, brain electrical activity during acute ischemic stroke and subsequent hyper-acute cerebral tissue hypoperfusion leads to increases in delta and theta EEG power (Ajević et al., 2021). Increases in slower EEG frequency bands also occur as early as ~10–15 s during cerebral hypoperfusion following cardiac arrest (Razavi and Meador, 2016).

In touch with the Ramsey’s framework, the effective outflow pressure could be taken as uniform throughout the brain. As dictated by the Ramsey rule, decreases in cerebral blood flow during ischemia lead to decreases in spike frequency corresponding to specific values of ATP consumption (Fig. 2C1). If the Ramsey rule holds true, the knowledge of the flow perfusion and of the EEG spike frequency permits to quantify the unknown amount of ATP required by the brain to compensate the injury. This would mean that the amount of external energy to administer during ischemia to avoid long-term brain damage could be quantified. Yet, if the values of EEG spike frequency and energy consumption are known during a brain ischemic attack, the percentage of cerebral flow reduction might be calculated. Fig. 2C2 suggests that, after the occurrence of an obstacle interfering with the baseline state, there is a leftover amount of energy (corresponding to the grey area) that gets lost and cannot be used anymore, while there is a beneficial part (corresponding to the yellow area) that can be fruitfully used by the organism.

**Food restriction and the central nervous system.** The effects of food restriction on the central nervous system suggest that metabolic states are able to dynamically regulate the neocortical energy budget. Nevertheless, the Ramsey rule does not hold in case of food restriction. The Ramsey rule would predict that spike frequency preservation during food restriction might give rise to increase in ATP consumption (see the theoretical value illustrated in Fig. 1D). However, it has been experimentally demonstrated that food restriction does not increase, rather reduces by 29% the utilization of synaptic ATP in the visual cortex (Padamsee et al., 2022). Neuronal excitability is nonetheless preserved by compensatory increases in input resistance and depolarized resting potentials. This means that neurons under food restriction spike at similar rates as controls but spend less ATP (see the experimental value illustrated in Fig. 1D).

Therefore, the Ramsey rule doesn’t always apply to biological issues and researchers needed to be careful with its use.

Summarizing, the Ramsey rule is a useful methodological tool to elucidate some issues concerning the central nervous system’s dynamics. In the next chapter, we will tackle other biological potential applications of the Ramsey rule.

4. The Ramsey rule and multiorgan living systems

Modifications in energy budgets are an ecologically relevant parameter for livings systems embedded in their biological niches (Smolders et al., 2003). Biophysical constraints related to animal body mass, energy expenditure for maintenance, growth, reproduction and heat-dissipation, represent an a priori cost deeply impacting metabolic resources (Dyer et al., 2023). The Ramsey’s framework suggests that living beings’ energetic requirements can be used to test physiological responses under the same exposure regime and link cellular effects to other endpoints within the same population (Smolders et al., 2003). Note that the requirements of a living organism can be compared with Ramsey’s demand of a monopoly. The use the Ramsey’s rule in biology underlies a general framework: when an obstacle occurs to the physiological dynamics of multiorgan living systems, organ production is lowered and more resources are spent. An available amount of energy is left for the organism, while another part is irreparably lost for the organism. In the next paragraphs we will describe feasible and unfeasible applications of the Ramsey rule to biological issues.
**Nutrients and organ efficiency.** The Ramsey rule might be used to analyze the introduction of variable intake of nutrients in an energetically self-sufficient multicellular system, in order to maximize both the well-being of each organ and the total energetic efficiency of the whole organism (Aytaç 2018). In Ramsey's jargon: the extraction from the organism of revenue (with the least loss of utility to the single organ) requires that the optimal amount of nutrients (expressed in terms of increases or decreases in flow to single organs) should be as such to diminish in the same proportion the production of each involved organ. Increases or decreases in blood flow may occur in different organs due to either physiological conditions like the activation of the adrenergic system during running to avoid predators, or to pathological conditions such as stroke. The Ramsey rule might answer to the questions:

a) When the energetic requirements need to be raised, how can the whole organism minimize the unavoidable losses?
b) How much the whole organ might increase or decrease the local blood flow to optimize the well-functioning of every one of its single organs?

In case of rival organs (e.g., skin and hearth while running) or complementary organs (e.g., gut and kidney after eating), local changes in blood flow should reduce in the same proportion the specific activity of each involved organ in order to leave unchanged the proportions in which they are used. Here is how Ramsey’s framework could work. After decreases in blood flow inside a given organ, the whole organism gets some revenue, corresponding to the shaded yellow area under the demand curve in Fig. 1A. In turn, the whole organism suffers losses too, corresponding to the shaded grey area under the demand curve in Fig. 1A, standing for the difference in production and consumption of a given organ. Since local decreases in blood flow lead to reductions in organ’s production, some quantity demanded disappears (the grey area in Fig. 1A) and cannot be used anymore. By the single organ’s standpoint, the entire shaded grey and yellow area in Fig. 1A is what the organ is willing to pay to compensate the locally decreased blood flow.

**Food restriction in ecological niches.** Ramsey’s rule could also be used to tackle population dynamics in relatively closed ecological niches, the latter corresponding to a monopolistic competition. Take, for example, the dynamics between prey and predator illustrated in Fig. 2E. The number of preys is displayed on the x axis and the available food for every prey on the axis y. The perturbing factor acting as an obstacle for preys is the increase in number of predators (red line II). When predators increase in number, a decrease in number of preys occur. Still, a decrease in preys’ number means an increase in available food for the surviving preys. From a real-world perspective, if the number of predators is known, the Ramsey’s rule permits to calculate the amount of required food when the remnant preys decrease in number, and, vice versa, the number of preys when the amount of consumed food is known. If the number of preys and the amount of consumed food are both known, the Ramsey rule allows to quantify the number of predators.

The Ramsey rule could be used to complement the Lotka–Volterra equations, i.e., the nonlinear differential equations that illustrate the oscillating dynamics of two interacting species (Lotka, 1910; Zhu et al., 2023). The Lotka–Volterra equations and the Ramsey rule have some features in common and differ on some things. In both, the fluctuating numbers of predators and prey observed in natural populations can be described by a single variable. However, the Lotka–Volterra model assumes that the preys, unless subject to predation, have unlimited food supply and exponential growth, while the Ramsey’s framework assumes that the growth is always linear. Yet, the Ramsey rule, being more sensitive to small changes than the Lotka–Volterra equations, might better describe the micro-dynamics occurring between preys and predators. Further, the Ramsey rule might be better equipped in detecting the interactions between species and populations that are not fixed but change over time (Park et al., 2023).

**Hormone homeostasis.** It would be tempting to use the Ramsey rule to investigate the role of the hormones, i.e., the biological molecules sent to distant organs in multicellular organisms. To provide an example, the thyroid hormones in the human body could be evaluated. In Ramsey’s terms:

- a) The cost could stand for the ATP required to produce fT3.
- b) The earning would be the achievement of the baseline stability guaranteed by the fT3 homeostasis.
- c) The tax baseline would be the ATP required to produce fT3.
- d) The tax increase would be the decrease in ATP reservoirs required to produce fT3.

However, the Ramsey rule cannot be used in this case. Indeed, the whole organism tends towards a state of homeostasis, so that the earning cannot be quantifiable in biological terms, but just in terms of rather qualitative concepts such as well-being, baseline stability and body preservation.

### 5. Conclusions

We showed that the economical sketch drawn by the Ramsey rule could be used to assess the brain function, shedding new light on nervous energetic mechanisms that underlie phenomena like sleep and tissue hypoxia. Also, we described how the Ramsey rule’s economic dictates can be used to tackle other biological issues such as preys/predators relationships and food shortage in ecological niches. Summarizing, the Ramsey rule applied to biology concerns the occurrence of obstacles in a living systems or group of living systems that try to maximize their welfare and cover their fixed energetic costs. The following inferences can be drawn:

1) Increases in obstacles lead organisms to produce less and spend more.
2) Increase or decreases in obstacles to the system’s stable functioning represent departures from the baseline that are able modify the energetic requirement and the production of the quantity demanded.
3) When the obstacles are removed, increases in energetic requirement linearly lead to decreases in production of the quantity demanded, while decreases in production of quantity demanded linearly lead to augmented energetic requirement.
4) Changes in the values of three different biological parameters can be quantified through a powerful mathematical apparatus borrowed from economic disciplines.

Differences in produced quantity and energetic requirement generate different biological settings that resemble the economic concept of elastic or inelastic demand. The Ramsey’s framework suggests that some biological situations can be described in terms of elastic demand, while others in term of inelastic demand. For instance, being the blue curve very steep, sleep falls within the case of inelastic demand (Fig. 2A). This means that small decreases in spike frequency during sleep ends up saving large quantities of ATP. In turn, the demand is insensitive such that the brain generates nearly the same spike frequency as the ATP consumption increases. Living organisms must optimize systemic utility at the expenses of their singular components: when demand is more inelastic than supply, the single components will bear a greater proportion of the tax burden than the whole living system will. Therefore, the Ramsey rule suggests that, to both maximize the well-being of the whole organism and spare energy, organs with inelastic behavior such as the brain during sleep must be “taxed” heavily. These
findings confirm that sleep is a vital function of the brain which stands for a necessary “good” without acceptable substitutes.

When the blue line is shallow, biological phenomena fall within the case of elastic demand. This is the case for task-evoked brain activity (Fig. 2B), central nervous system ischemia (Fig. 2C), prey-predator relationships (Fig. 2E). Little changes in energetic expense result in substantial change in quantity produced, and vice versa. By “taxing” elastic commodities, the whole organism earns less and loses more. Indeed, decreases in energetic requirement lead to significant increases in demand, resulting in organism’s increases in total spending and revenues. Increases in price due to taxes for elastic commodities will lead consumers to stop using the commodity, shifting to available substitute. This suggests that cerebral perfusion during sensory-evoked responses might be blocked after a certain amount of energy is consumed, not being the highly expensive cerebral activity any more advantageous for the organism.

Apart from being a resourceful tool ensuring public goods/entitlements to be financed by efficient taxation, the Ramsey rule displays another invaluable advantage, i.e., it is quantitatively expressed as a quantitative differential equation that, working like a Euler–Lagrange equation, can be applied to other disciplines (Mulligan et al. 1998); Mulligan, Casey B. and Sala-i-Martin, Francesc Xavier, The Optimum Quantity of Money: Theory and Evidence (March 1997). NBER Working Paper No. w5954, Available at SSRN: https://ssrn.com/abstract=225734. However, there are limitations to the use of the Ramsey rule. For exempting savings from income-tax, we must suppose the taxes imposed only for a very short time. Further, Ramsey suggests that savings as future consumption should be taxed too. Besides, we might be justified to raise revenue by placing bounties or subsides on some commodities and taxes on others. The greatest criticism to the Ramsey rule of optimal taxation is that the indispensable commodities have low price elasticity of demand, while luxury goods have not (Aytaç 2019). This calls for high tax rates on necessities and low tax rates on luxury commodities, introducing conflict between efficiency and social justice (Nahata et al., 2007). As illustrated above, there are also cases, such as food restriction in the brain and hormone homeostasis, in which the Ramsey rule fails to describe biological issues. Ramsey assumes that the quantities on the axis x and y are linearly correlated: for example, spike frequency and ATP consumption in Fig. 2A are on a straight line. This assumption of linearity cannot be taken for granted in biological systems and needs experimental confirmation or rejection. Still, the potential occurrence of nonlinear correlation between the quantities on the axis x and y does not invalidate the Ramsey’s approach. Indeed, with the proper calculations, the baseline straight curve could be rather easily replaced by a curved one.

It could be speculated that the legitimacy of the Ramsey rule in contexts different from economics could be endorsed by testing it on other physical and biological phenomena. For instance, it could be conjectured that the relationship between ageing and bodily energy consumption might obey the Ramsey dictates, as well as earthquakes’ seismic waves amplitude and ground energy. To stay in the field of human biology, a theoretical relationship obeying the Ramsey rule could be explored between the volume of intestinal gases and the contraction/dilation of the gut walls. Other issues worth investigating are the relationships between muscle contraction and ATP expenditure, or between changes in colonic pH and intestinal motility. Do these phenomena obey elastic or inelastic dictates? For instance, being the muscles more essential for mammals than large brains, could the muscular apparatus be compared with inelastic commodities?

In conclusion, we argue that the Ramsey rule borrowed from macroeconomics seems a promising candidate to investigate the dynamics of (at least) some physical and biological phenomena.
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